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well the network is learning during training. The ratio between the sizes of the three
groups depends on how much data you have, but is often around 50:25:25. If you do
not have enough data for this, use cross-validation instead.

Select a network architecture You already know how many input nodes there will be,
and how many output neurons. You need to consider whether you will need a hidden
layer at all, and if so how many neurons it should have in it. You might want to
consider more than one hidden layer. The more complex the network, the more data
it will need to be trained on, and the longer it will take. It might also be more subject
to overfitting. The usual method of selecting a network architecture is to try several
with different numbers of hidden nodes and see which works best.

Train a network The training of the neural network consists of applying the Multi-layer
Perceptron algorithm to the training data. This is usually run in conjunction with
early stopping, where after a few iterations of the algorithm through all of the training
data, the generalisation ability of the network is tested by using the validation set.
The neural network is very likely to have far too many degrees of freedom for the
problem, and so after some amount of learning it will stop modelling the generating
function of the data, and start to fit the noise and inaccuracies inherent in the training
data. At this stage the error on the validation set will start to increase, and learning
should be stopped.

Test the network Once you have a trained network that you are happy with, it is time to
use the test data for the first (and only) time. This will enable you to see how well the
network performs on some data that it has not seen before, and will tell you whether
this network is likely to be usable for other data, for which you do not have targets.

4.6 DERIVING BACK-PROPAGATION

This section derives the back-propagation algorithm. This is important to understand how
and why the algorithm works. There isn’t actually that much mathematics involved except
some slightly messy algebra. In fact, there are only three things that you really need to
know. One is the derivative (with respect to x) of %zZ, which is x, and another is the chain
rule, which says that % = %j—;. The third thing is very simple: % = 0 if y is not a function
of x. With those three things clear in your mind, just follow through the algebra, and you’ll
be fine. We'll work in simple steps.

4.6.1 The Network Output and the Error

The output of the neural network (the end of the forward phase of the algorithm) is a
function of three things:

o the current input (x)
o the activation function g(-) of the nodes of the network
o the weights of the network (v for the first layer and w for the second)

We can’t change the inputs, since they are what we are learning about, nor can we change
the activation function as the algorithm learns. So the weights are the only things that we
can vary to improve the performance of the network, i.e., to make it learn. However, we do
need to think about the activation function, since the threshold function that we used for
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the Perceptron is not differentiable (it has a discontinuity at 0). We’ll think about a better
one in Section 4.6.3, but first we’ll think about the error of the network. Remember that we
have run the algorithm forwards, so that we have fed the inputs (x) into the algorithm, used
the first set of weights (v) to compute the activations of the hidden neurons, then those
activations and the second set of weights (w) to compute the activations of the output
neurons, which are the outputs of the network (y). Note that I'm going to use i to be an
index over the input nodes, j to be an index over the hidden layer neurons, and k to be an
index over the output neurons.

4.6.2 The Error of the Network

When we discussed the Perceptron learning rule in the previous chapter we motivated it
by minimising the error function F = Z,ivzl yr — tr. We then invented a learning rule that
made this error smaller. We are going to do much better this time, because everything is
computed from the principles of gradient descent.

To begin with, let’s think about the error of the network. This is obviously going to
have something to do with the difference between the outputs y and the targets t, but I'm
going to write it as E(v,w) to remind us that the only things that we can change are the
weights v and w, and that changing the weights changes the output, which in turn changes
the error.

For the Perceptron we computed the error as E = Zszl Yk — Lk, but there are some
problems with this: if ¢ > yi, then the sign of the error is different to when yi > ti, so if
we have lots of output nodes that are all wrong, but some have positive sign and some have
negative sign, then they might cancel out. Instead, we’ll choose the sum-of-squares error
function, which calculates the difference between y; and ¢ for each node k, squares them,
and adds them together (I've missed out the v in E(w) because we don’t use them here):
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The second line adds in the input from the hidden layer neurons and the second-layer
weights to decide on the activations of the output neurons. For now we’re going to think
about the Perceptron and index the input nodes by ¢ and the output nodes by k, so Equation
(4.21) will be replaced by:
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Now we can’t differentiate the threshold function, which is what the Perceptron used
for g(+), because it has a discontinuity (sudden jump) at the threshold value. So I'm going
to miss it out completely for the moment. Also, for the Perceptron there are no hidden

U . L .
neurons, and so the activation of an output neuron is just y, = Zi:o w;x; where x; is the
value of an input node, and the sum runs over the number of input nodes, including the
bias node.

We are going to use a gradient descent algorithm that adjusts each weight w,, for fixed
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values of ¢ and &, in the direction of the negative gradient of F(w). In what follows, the no-
tation 0 means the partial derivative, and is used because there are lots of different functions
that we can differentiate E' with respect to: all of the different weights. If you don’t know
what a partial derivative is, think of it as being the same as a normal derivative, but taking
care that you differentiate in the correct direction. The gradient that we want to know is
how the error function changes with respect to the different weights:

OF 0 (1
ow,.  Ow (2 Z(yk B tk)z)
LK LK ’Czl

1 B L
= 3 2(yp — tk)@wm (yk - ; wm%) (4.23)
(4.24)

Now t, is not a function of any of the weights, since it is a value given to the algorithm,
SO aa% = 0 for all values of k,t,x, and the only part of Zf:() w;.x; that is a function of

w,, is when ¢ = ¢, that is w,, itself, which has derivative 1. Hence:
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Now the idea of the weight update rule is that we follow the gradient downbhill, that is,

in the direction _aaTE So the weight update rule (when we include the learning rate 7) is:

LK
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which hopefully looks familiar (see Equation (3.3)). Note that we are computing y,, differ-
ently: for the Perceptron we used the threshold activation function, whereas in the work
above we ignored the threshold function. This isn’t very useful if we want units that act
like neurons, because neurons either fire or do not fire, rather than varying continuously.
However, if we want to be able to differentiate the output in order to use gradient descent,
then we need a differentiable activation function, so that’s what we’ll talk about now.

4.6.3 Requirements of an Activation Function

In order to model a neuron we want an activation function that has the following properties:
e it must be differentiable so that we can compute the gradient

o it should saturate (become constant) at both ends of the range, so that the neuron
either fires or does not fire

e it should change between the saturation values fairly quickly in the middle

There is a family of functions called sigmoid functions because they are S-shaped (see
Figure 4.5) that satisfy all those criteria perfectly. The form in which it is generally used is:

1
1+ exp(—3h)’

where 3 is some positive parameter. One happy feature of this function is that its derivative
has an especially nice form:

a=g(h) (4.27)
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dg d

g(h) = o= dh(l + e Pyl (4.28)
et (429)
= —1(1+e P2 (—pe=PM) (4.30)
Be= "
- Gy (4.31)
= Bg(h)(1—g(h)) (4.32)
Ba(l - a) (4.33)

We’ll be using this derivative later. So we’ve now got an error function and an activation
function that we can compute derivatives of. We will consider some other possible activa-
tion functions for the output neurons in Section 4.6.5 and an alternative error function in
Section 4.6.6. The next thing to do is work out how to use them in order to adjust the
weights of the network.

4.6.4 Back-Propagation of Error

It is now that we’ll need the chain rule that I reminded you of earlier. In the form that we
want, it looks like this:

OE  OE 0h,
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(4.34)

where h, = ij\io wjka¢ is the input to output-layer neuron r; that is, the sum of the
activations of the hidden-layer neurons multiplied by the relevant (second-layer) weights.
So what does Equation (4.34) say? It tells us that if we want to know how the error at
the output changes as we vary the second-layer weights, we can think about how the error
changes as we vary the input to the output neurons, and also about how those input values
change as we vary the weights.

Let’s think about the second term first (in the third line we use the fact that Bw]: =0

for all values of j except j = ¢, when it is 1):

M
Oh,, _ 0% im0 Wik (4.35)
5’w<H 810{5 '
- Zawm% (4.36)
=0 87,0@*,{
= ag. (437)

Now we can worry about the a—E term. This term is important enough to get its own

term, which is the error or delta term:

oE
Ohy

Let’s start off by trying to compute this error for the output. We can’t actually compute

0o(K) =

(4.38)
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it directly, since we don’t know much about the inputs to a neuron, we just know about its
output. That’s fine, because we can use the chain rule again:

oF OF 0y,
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Now the output of output layer neuron x is
M .
Y = g(hQM P = g | 3" wjabidden | (4.40)
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where g(-) is the activation function. There are different possible choices for g(-) includ-
ing the sigmoid function given in Equation (4.27), so for now I'm going to leave it as a
function. I've also started labelling whether h refers to an output or hidden layer neuron,
just to avoid any possible confusion. We don’t need to worry about this for the activations,
because we use y for the activations of output neurons and a for hidden neurons. In Equa-
tion (4.43) I've substituted in the expression for the error at the output, which we computed
in Equation (4.21):
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where ¢'(h,) denotes the derivative of g with respect to h,. This will change depending
upon which activation function we use for the output neurons, so for now we will write the
update equation for the output layer weights in a slightly general form and pick it up again
at the end of the section:
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where we are using the minus sign because we want to go downhill to minimise the error.

We don’t actually need to do too much more work to get to the first layer weights, v,,
which connects input ¢ to hidden node . We need the chain rule (Equation (4.34)) one
more time to get to these weights, remembering that we are working backwards through the
network so that k£ runs over the output nodes. The way to think about this is that each
hidden node contributes to the activation of all of the output nodes, and so we need to
consider all of these contributions (with the relevant weights).
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where we obtain the second line by using Equation (4.38). We now need a nicer expression
for that derivative. The important thing that we need to remember is that inputs to the
output layer neurons come from the activations of the hidden layer neurons multiplied by
the second layer weights:
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which means that:
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We can now use a fact that we’ve used before, which is that ahC = 0 unless j = ¢, when
it is 1. So:

ahoutput
W = werg (ac)- (4.51)

The hidden nodes always have sigmoidal activation functions, so that we can use the
derivative that we computed in Equation (4.33) to get that ¢'(a¢) = Bac(1 — ac),
which allows us to compute:

N
31(Q) = Bac(l —ac) Y do(k) (4.52)
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This means that the update rule for v, is:

o
77 ov,
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Note that we can do exactly the same computations if the network has extra hidden
layers between the inputs and the outputs. It gets harder to keep track of which functions
we should be differentiating, but there are no new tricks needed.

v, <« v, —
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4.6.5 The Output Activation Functions

The sigmoidal activation function that we have created is aimed at making the nodes act
a bit like neurons, either firing or not firing. This is very important in the hidden layer,
but earlier in the chapter we have observed two cases where it is not suitable for the
output neurons. One was regression, where we want the output to be continuous, and one
was multi-class classification, where we want only one of the output neurons to fire. We
identified possible activation functions for these cases, and here we will derive the delta
term ¢, for them. As a reminder, the three functions are:

Linear y, = g(hs) = hx
Sigmoidal y, = g(h,) = 1/(1 + exp(—Bh)
Soft-max y, = g(hx) = exp(hy)/ 31_; exp(hy)

For each of these we need the derivative with respect to each of the output weights so
that we can use Equation (4.45).

This is easy for the first two cases, and tells us that for linear outputs d,(k) = (v, —
t(k))y., while for sigmoidal outputs it is d,(k) = B(y, — t(K))yw (1l — ys).

However, we have to do some more work for the soft-max case, since we haven’t differ-
entiated it yet. If we write it as:

-1
0 )
T = ahg | P <Z exp(h) ) (4.54)

then the problem becomes clear: we have a product of two things to differentiate, and three
different indices to worry about. Further, the k index runs over all the output nodes, and
so includes K and k within it. There are two cases: either K = k, or it does not. If they
are the same, then we can write that %{i’;) = exp(hy) to get (where the last term in the

first line comes from the use of the chain rule):
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For the case where K # k things are a little easier, and we get:

1 —2
0
e exp(h <Z exp(hy ) = —exp(hy)exp(hk) (Z exp(hy )
= —YuYK- (4.56)

Using the Kronecker delta function d;;, which is 1 if ¢ = j and 0 otherwise, we can write
the two cases in one equation to get the delta term:
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50(H) = (yn - tn)yn(énK - yK) (457)

The very last thing to think about is whether or not the sum-of-squares error function
is always the best one to use.

4.6.6 An Alternative Error Function

We have been using the sum-of-squares error function throughout this chapter. It is easy to
compute and works well in general; we will see another benefit of it in Section 9.2. However,
for classification tasks we are assuming that the outputs represent different, independent
classes, and this means that we can think of the activations of the nodes as giving us a
probability that each class is the correct one.

In this probabilistic interpretation of the outputs, we can ask how likely we are to see
each target given the set of weights that we are using. This is known as the likelihood and
the aim is to maximise it, so that we predict the targets as well as possible. If we have a 1
output node, taking values 0 or 1, then the likelihood is:

pltlw) =yl (1 —yp) " (4.58)

In order to turn this into a minimisation function we put a minus sign in front, and it
will turn out to be useful to take the logarithm of it as well, which produces the cross-entropy
error function, which is (for N output nodes):

N
Eee ==Y tiIn(yp), (4.59)
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where In is the natural logarithm. This error function has the nice property that when
we use the soft-max function the derivatives are very easy because the exponential and
logarithm are inverse functions, and so the delta term is simply 6,(k) = vy, — ty.
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